According to the invasion criterion, stable coexistence requires that all species in a community increase in abundance when rare, which occurs when stabilizing mechanisms cause intraspecific competition to be stronger than interspecific competition. This simple principle has traditionally been applied to tests of local coexistence in a narrow range of ecological systems. However, new theory founded on the invasion criterion is emerging across ecological fields ranging from eco-evolutionary dynamics to global change to macroecology. Concurrently, straightforward methods for testing the invasion criterion have been proposed, but remain underused. Here, we identify the invasion criterion as a common thread linking emerging ecological theory, and we bring this theory together with the methods that can be used to test it.

The Invasion Criterion: Then and Now

The mutual invasion criterion (see Glossary) for stable coexistence requires that each species in a community experiences positive population growth rates when invading an established community of competitors from low density [1–3]. This criterion is met when species are more limited by individuals of their own species than by individuals of other species, and negative frequency-dependent growth rates give each species an advantage when rare. This rarity advantage can arise through mechanisms such as host-specific natural enemies, interspecific differences in resource use, or spatial covariance between responses to the environment and competition [1]. The mutual invasion criterion (hereafter invasion criterion) has been championed as a definitive test of coexistence, because when it is met, each species will rebound if population sizes are reduced, long-term population growth rates will be positive, and no species is expected to go extinct ([4,5], but see Box 1).

Despite a longstanding preoccupation with coexistence in the ecological literature and the recognized value of the invasion criterion for demonstrating stable coexistence, empirical tests of the invasion criterion have, until recently, been exceedingly rare [5]. A review by Siepielski and McPeek [5] found that, of 323 empirical studies focused on coexistence, only seven reported evidence that co-occurring species satisfied the invasion criterion. Unfortunately, the traditionally narrow application of the invasion criterion to tests of local coexistence in two-species communities under equilibrium conditions, along with the practical challenges of empirically testing this principle in many systems, has led to a restricted use of this powerful approach.

Fortunately, there is a growing interest in applying the invasion criterion to a broader range of questions that reach beyond tests of local coexistence. A suite of recent theoretical frameworks advocate for the use of invasibility tests to investigate processes ranging from character displacement to range limits to invasive species to trophic interactions (Table 1). Many use theory developed by Chesson [1], often referred to as modern coexistence theory, which describes two quantities that jointly determine whether competing species can mutually invade. First, stabilizing niche differences promote mutual invasibility and can arise from any...
mechanism that increases the strength of intraspecific competition relative to interspecific competition (e.g., differences in resource use). Second, species’ average fitness differences allow only one species to invade (competitive exclusion) and arise from interspecific differences in growth rates and sensitivity to competition that favor one competitor over the other. Mutual invasibility occurs when competitors’ stabilizing niche differences more than offset their fitness differences [1,4]. The range of emerging theories founded on the invasion criterion, and their links to modern coexistence theory, present an exciting opportunity to expand the application of this principle to new questions and systems (Table 1).

Concurrently, several simple but powerful empirical methods that can be used to test the invasion criterion have been introduced (Figure 1) [6–8]. These methods quantify invasion growth rates by measuring them experimentally (Figure 1A), by inferring them from parameterized competition models (Figure 1B), or by collecting demographic data in natural populations tracked through space and time (Figure 1C). Some of these methods can incorporate stochastic equilibrium dynamics that occur in fluctuating environments, which increases the relevance of this approach to real-world systems (Figure 1C and Box 1). In addition, many of these methods also allow researchers to calculate fitness and stabilizing niche differences, making them especially powerful (Figure 1A–C) [6,9,10].

Here, we highlight the invasion criterion as a common thread linking a broad range of theoretical concepts emerging across ecological fields (Table 1), and we connect these theories to the methodological advances that are making it possible to test them (Figure 1). We address this interface because many of the theories remain untested, while many of the methods remain underused [6] or poorly understood [8,11]. We also highlight several important shortcomings of the invasion criterion in order to identify research questions that would be better served by alternative approaches and to outline where further research is needed to fill existing gaps (Box 1). We hope that this synthesis will encourage researchers to continue to expand the theoretical and methodological frontiers of the invasion criterion.

### Eco-evolutionary Dynamics

The conditions under which organisms evolve shape the traits and demographic responses that drive coexistence [12,13]. Two theoretical frameworks have described how invisibility tests can be used to understand the processes through which evolution shapes species interactions, and vice versa [14,15].

The first framework, proposed by Mayfield and Levine [15], outlines predictions for how competing species’ evolutionary relatedness or macroevolutionary history influences their ability to coexist. This framework uses modern coexistence theory to refine the long-held idea that closely related species should be similar, have high niche overlap, and be unlikely to coexist [13,16]. Mayfield and Levine [15] point out that while evolved stabilizing niche differences may indeed be lower between closely related taxa, fitness differences are just as likely to carry a phylogenetic signal. Because closely related species would be expected to have both lower stabilizing niche differences (precluding coexistence) and lower fitness differences (promoting coexistence) if traits regulating these differences are phylogenetically conserved, the relationship between relatedness and coexistence depends on the relative rates at which these two types of species differences evolve [15].

To test this prediction, researchers have used invisibility tests to partition species’ competitive interactions into their component fitness and stabilizing niche differences (Figure 1) and have then looked for relationships between these two types of species differences and evolutionary relatedness derived from phylogenies [17–19]. Of the empirical studies that have taken this approach,
none has found a significant relationship between evolutionary relatedness and coexistence outcomes and, interestingly, each found different effects of phylogenetic distance on fitness and stabilizing niche differences [17–19]. While an invasion experiment with algae (Figure 1A) reported no effect of phylogenetic relatedness on fitness or stabilizing niche differences [19], competition experiments with annual plants (Figure 1B) have shown that distantly related species have larger fitness differences [18] and that the relationship between species differences and relatedness depends on whether or not competing species had evolved in the same geographic location [17]. These results suggest that more empirical tests of this theory are needed, and that combining evolutionary theory with knowledge of biogeographic history (i.e., whether species evolved in sympatry or allopatry) could generate more nuanced predictions for this framework [17,20].

A second framework, proposed by Germain et al. [14], describes how the invasion criterion could be used to test for evidence of character displacement. Traditional tests of character displacement investigate whether traits presumed to be important for competition are more dissimilar between competing species that occur in sympatry than allopatry [21]. Germain et al. [14] point out that this approach is biased towards observable trait differences, does not quantify the effect of character displacement on competitive interactions, and is likely to underestimate the prevalence of character displacement. These authors propose that a more rigorous test of character displacement would use invasibility tests to determine whether evolution in sympatry increases or decreases the likelihood of coexistence [14]. Importantly, invasibility tests can identify instances of character displacement that occur via niche divergence (giving both species an advantage when rare) or niche convergence (giving one species an advantage and the other a disadvantage when rare) [14]. Additionally, invasibility tests that allow for the calculation of fitness and stabilizing niche differences (Figure 1A–C) could be combined with trait measurements to determine how displaced characters affect competitive dynamics [14,20]. Germain et al. [14] predict that in competition. In the context of the invasion criterion, this occurs when species have positive frequency-dependent growth rates that prevent any species from invading (i.e., mutual noninvasibility).

**Stabilizing niche differences:** interspecific differences in resource use, host-specific natural enemies, or other mechanisms that cause intraspecific competition to be stronger than interspecific competition.

<table>
<thead>
<tr>
<th>Table 1. Summary of Theoretical Frameworks That Use the Invasion Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topic</strong></td>
</tr>
<tr>
<td>Eco-evolutionary dynamics</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Macroecology</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Global change ecology</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Complex competitive outcomes</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Non-competitive species interactions</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
sympathy, stabilizing niche differences should be stronger as a result of character displacement that reduces niche overlap, while fitness differences should be weaker as a result of character convergence that reduces competitive asymmetries. While a recent study that used this approach to test mutual invasibility in beetle populations experimentally evolved in sympathy and allopatry found no effect of evolutionary history on invasibility [22], these ideas remain largely untested.
Macroecology

A species’ range is defined as the geographical region within which it sustains positive population growth in the presence of competitors and natural enemies, indicating the potential utility of invasibility tests for understanding current and shifting range limits [23–27]. In particular, invasibility tests could be used to more explicitly integrate competitive interactions into range limit experiments in order to help clarify the role of biotic interactions in shaping ranges [24–28].

A common prediction for how biotic interactions contribute to species’ ranges is that abiotic conditions limit species’ expansion at the stressful (e.g., high latitude or elevation) end of the range, while competitors constrain growth rates at the non-stressful (e.g., low latitude or elevation) end of the range [16,29,30]. Several recent reviews have advocated testing this theory using transplant experiments that compare population growth rates in the presence versus absence of competitors at the range center, range margins, and beyond the range edge [24–26]. While transplant experiments are often used to determine how some component of a species’ performance or evolutionary fitness changes across the range (Figure 1D), quantifying invading population growth rates throughout the range would allow for a more explicit test of where species are self-sustaining and where biotic interactions delineate ranges [28,31,32]. Indeed, recent experimental designs (Figure 1A,B) could be used to simultaneously quantify a species’ sensitivity to competition and its ability to invade from low density, which would allow for tests of the hypothesis that competition varies across a latitudinal or altitudinal gradient.

While it is worthwhile and informative to determine whether one competitor is able to invade without focusing on the other competitor(s), as described above, conducting full mutual invasibility tests would provide a more complete picture of species interactions across the range. In particular, quantifying fitness and stabilizing niche differences across the range, as suggested in several recent papers [24,25,33,34], would reveal whether declining growth rates towards range margins are due to decreased competitive fitness of the focal species, increased fitness of competitor(s), or increased overlap in resource use (i.e., reduced niche difference) [33]. One challenge with this approach is that modern coexistence theory generally assumes that species have positive growth in the absence of competitors, so the quantification of fitness and stabilizing niche differences would be restricted to within the potential range [1]. Likewise, the integration of broader-scale coexistence mechanisms not captured by local invasibility tests will require the tools of spatial coexistence theory, which can account for the stabilizing effects of species’ differential growth rates across heterogeneous environments [24,27,35].

Global Change Ecology

The invasion criterion has primarily been used to understand the mechanisms that promote the coexistence of species in present-day communities [5]. However, this principle can also clarify how novel biotic and abiotic conditions created by anthropogenic change will shape future communities.

Successful biological invasions occur when an exotic species achieves positive growth rates when introduced into a native community, indicating a clear link between the invasion criterion and invasive species research [36]. Experimentally testing the ability of native and exotic species to mutually invade allows researchers to determine whether invasion success results from the inherent competitive dominance of the invader or from other mechanisms such as propagule pressure, disturbance, or enemy release. Experimental work investigating the drivers of species invasions using mutual invasibility tests has revealed that native species can be surprisingly strong competitors and that disturbance, recruitment limitation, and resource availability play important roles in facilitating invasion success [36,37].
Building on these ideas, MacDougall et al. [38] point out that while the idea that invasive species are somehow different or better than native species is common in invasive species research [39,40], modern coexistence theory could be used to determine more precisely how niche differentiation and competitive superiority contribute to invasion success [38]. This would allow researchers to predict when exotic species should be expected to invade and displace native populations or to naturalize with little impact on native communities. MacDougall et al. [38] hypothesize that strong stabilizing niche differences between native and exotic species should favor whichever species is at low abundance, which would allow natives to coexist with successful invaders (i.e., naturalization) [38]. By contrast, fitness differences that favor exotic species should lead to deterministic invasions that exclude native species [38]. Empirical tests of this principle with plants have demonstrated that fitness differences that favor exotic species contribute strongly to invader success [10,41,42]. However, one recent study that used direct invasion tests with bacteria (Figure 1A) found that invaders’ ability to establish and become abundant was positively correlated with the strength of stabilizing niche differences between natives and exotics [43].

Invasibility tests can also be used to understand the effects of climate change on species interactions. It is well recognized that changes in the abiotic conditions under which species compete can alter competitive dynamics [23,44,45] and that these indirect competitive effects can be as important as the direct effects of abiotic conditions in determining species’ performance and persistence [46–48]. Research on this topic is often focused on how changing abiotic conditions alter competitive hierarchies (i.e., fitness differences) by differentially affecting competing species’ physiological and demographical responses [46,49]. However, as Adler et al. [44] point out, a full understanding of how species interactions mediate responses to climate change also necessitates a consideration of stabilizing niche differences, as these determine how strongly species compete and thus dictate how sensitive a species is to changes in the relative fitness of a competitor [4]. Adler et al. [44] predict, and demonstrate using a perennial plant system (Figure 1C), that competing species with weak stabilizing niche differences are more likely to experience indirect, competition-mediated effects of climate change than competing species with strong stabilizing niche differences. Additionally, stabilizing niche differences can themselves be altered by anthropogenic change. For example, drought could reduce stabilizing niche differences if water becomes restricted to deep soil layers and niche differentiation resulting from differences in root length are dampened [50]. Likewise, temperature can affect niche overlap by altering the timing of species’ life history events [51]. Finally, recent theory describes how to assess invasibility in continually changing, nonstationary environments by summing or integrating population growth rates over time [52,53]. This theory provides empiricists with the tools to understand how coexistence is affected by global changes characterized by gradual directional environmental change, rather than changes in average conditions (e.g., cool to warm, wet to dry). Although these approaches have yet to be widely applied, they could provide a framework for determining how coexistence outcomes will be altered by anthropogenic change [44].

Complex Competitive Outcomes
The invasion criterion has primarily been used to study two outcomes of pairwise competition: coexistence (mutual invasibility) and competitive exclusion (only one species can invade) [1,2,4]. However, this principle can also be extended to investigate priority effects (mutual noninvasibility) and the complex competitive outcomes that can emerge in multispecies communities.

Priority effects occur when the order of species’ arrival at a local site determines the outcome of competition and the trajectory of community assembly [54]. In the context of the invasion criterion, priority effects can be defined as the inability of either species to invade an established population of its competitor due to positive frequency-dependent population growth rates that favor
whichever species is initially more abundant [55–57]. Positive frequency-dependent growth can result from mechanisms such as plant–soil feedbacks, mutualistic interactions, or reproductive interference [58–60]. Modern coexistence theory can also be extended to include priority effects by recognizing that mutual noninvasibility occurs when species have strong enough negative stabilizing differences (i.e., destabilizing differences) to overcome fitness differences that promote competitive exclusion [1,55,56,61]. This mutual noninvasibility criterion lays a clear path for using invasion tests to understand priority effects [56]. Moreover, empirical evidence from studies that have used a modern coexistence approach report that an average of 17% of species pairs exhibit destabilizing differences [55], suggesting that it would be worthwhile to include this third outcome in coexistence research. Indeed, a recent experiment that used direct invasion tests (Figure 1A) to investigate priority effects in yeast showed that some environmental conditions can promote priority effects by reducing fitness differences [55]. Future work would benefit from including priority effects as a potential competitive outcome and exploring the mechanisms that generate positive frequency dependence.

Although most coexistence research focuses primarily on pairwise species interactions, ecological communities are rarely composed of isolated pairs of species, and are more accurately characterized as complex, multispecies networks [62]. The invasion criterion can be adapted for use in multispecies communities by determining whether each species has positive growth when invading the remaining community, essentially using the average effect of a community of competitors in place of a pairwise interaction coefficient [10,63]. However, this approach assumes that when one species is absent the other species are able to persist, an assumption that can be violated, for example when interaction chains maintain diversity in communities (e.g., rock–paper–scissors dynamics) (Box 1) [50,64–66]. Chesson [67] has outlined how permanence theory and stochastic persistence theory could be used to circumvent this issue; these approaches consider only the subcommunities that are able to persist stably in the absence of the invading species when assessing the invasibility criterion. Stouffer et al. [68] incorporated intransitivity into an annual plant model and ran simulations to determine when positive invader growth rates do and do not lead to coexistence. Although the application of invasion tests to understanding the complex interactions that emerge in diverse communities remains challenging (Box 1), there is a growing interest in improving the realism of coexistence by incorporating these dynamics [66,67].

Non-competitive Interactions

Resource competition has been the central focus of coexistence research, and is often treated by default as the dominant force structuring local diversity. Although the invasion criterion has primarily been applied to understand coexistence of species competing for shared resources, it can also be used to understand the consequences of facilitation and interactions with other trophic levels for coexistence [69,70]. Facilitation occurs when a species benefits from the presence of another species without causing it harm. This phenomenon is widespread in nature [70,71] but is often overlooked in ecological theory. In the context of the invasion criterion, facilitation manifests as a species having higher population growth rates when invading an established population of another species than when grown with no neighbors [70]. Direct invasibility tests that compare a species’ growth rate when alone versus invading can thus be used to determine the strength of facilitative interactions (Figure 1A). Venail et al. [70] used this method to test whether phylogenetic relatedness predicted the strength or direction of interactions between pairs of algae. Because this method is amenable to the quantification of both negative (competitive) and positive (facilitative) interactions, it could be useful to researchers interested in understanding a broader range of species interactions. While facilitation can be difficult to integrate into modern coexistence theory, which is based on negative species interactions, recent theory has made progress on this front [9,72].
Box 1. Challenges and Limitations of the Invasion Criterion

**Theoretical Challenges**

A major challenge with relating competitive outcomes from invasibility tests to real-world patterns of diversity is that invasibility tests cannot always accurately predict coexistence [64,65]. For example, in two-species competitive communities, the resident species persists when its competitor is suppressed to low numbers; however, indirect interactions in diverse communities can cause the depression of one species to low density to precipitate the extinction of some residents [64]. Likewise, if a species has a minimum sustainable population size due to Allee effects, long-term coexistence can be possible if both species start at high abundances, even when the invasion criterion is not met [59,79].

The invasion criterion can also be poorly suited to understanding coexistence across trophic levels because specialist consumers go extinct in the absence of their resource species. In these cases, the ability of a species to invade a system that does not include all of the residents is not an adequate test of whether all of the species in the system can coexist. Theory outlining how to assess invasibility in a predator–prey system using permanence theory and stochastic persistence theory [67,82] and how to integrate network and niche theories to understand interactions across trophic levels [76] has made progress on this front; however, most theoretical approaches based on the invasion criterion have yet to capture the unique characteristics of predator–prey interactions.

Finally, demographic stochasticity can have important consequences for low-density invasion growth rates [4,81], but this is frequently overlooked in theory primarily focused on deterministic invasion outcomes. While two recent papers have addressed this issue [67,82], the impact of demographic stochasticity on outcomes predicted by the invasion criterion remains largely an open question.

**Methodological Challenges**

A key barrier to testing the invasion criterion is that methods for quantifying invading population growth rates rely on fast generation times or models of population and competitive dynamics (Figure 1). In systems that do not meet these requirements (e.g., long-lived trees), proxies for population growth rates can be measured to investigate the potential for stabilization, competitive dominance, and coexistence [77,83] (Figure 1D). However, this method does not determine mutual invasion rates and cannot be used to calculate fitness and stabilizing niche differences, limiting its link to the theories described in this review.

An additional barrier faced by empiricists is that the simplest and most accessible conceptualization of the invasion criterion involves a species introduced into a population of a competitor at equilibrium in a constant environment. As such, the most widely used methods for testing the invasion criterion rely on the resident species being at equilibrium when invader growth rates are quantified (Figure 1A,B). One challenge with this is that it can be difficult to experimentally maintain a resident species at equilibrium or to accurately project the equilibrium mathematically. Another challenge is that this static view is likely to be a poor representation of natural communities where disturbance, environmental fluctuations, and long-term environmental change play important roles in structuring coexistence [52,53]. While theory describing how the stochastic dynamics that manifest in fluctuating environments contribute to long-term invasion growth rates lie at the core of the invasion criterion concept [1], the empirical application of these ideas has lagged behind (but see references in Figure 1C). However, recent work highlighting new ways to investigate coexistence in environments that vary across space and time may facilitate future empirical tests [27,84,85].

Finally, because the invasion criterion is inherently a phenomenological approach based on population growth rates, on its own it provides no information about the mechanisms that stabilize coexistence or drive competitive exclusion [86]. To overcome this issue, invasion tests have been paired with data on species traits [87] or climate [88,89] to explore the mechanisms underlying invasibility. Likewise, Chesson [90,91] has described how species’ recovery rates when perturbed to low density (i.e., the strength of coexistence) can be partitioned into mechanisms such as the storage effect and relative nonlinearity. While the data-intensive nature of parameterizing these models is an ongoing challenge, this theoretical framework presents the exciting opportunity to quantify how individual coexistence mechanisms contribute to the maintenance of diversity [84,89].

Ellner et al. provide a mathematical way to decompose the invading and resident growth rates of each species in a community into various mechanisms (including facilitative interactions), and to then compare the contribution of each factor to invasibility and stabilizing and fitness differences [9]. Likewise, Bimler et al. [72] incorporated facilitation into an annual plant model that they used to estimate both positive and negative competition coefficients, determine fitness and stabilizing niche differences, and demonstrate that species interactions often shift from competition to facilitation across environmental gradients.
Just as differences in the amount and type of resources each species uses determine whether species limit themselves more than a competitor and can thus invade from rare, species’ differential responses to predation pressure can drive the frequency-dependent growth rates that result in mutual invisibility [69]. And just as the demographic consequences of resource competition can be partitioned into fitness and stabilizing niche differences, so too can the effects of other trophic levels such as predators [69,73], pathogens [57], and pollinators [74]. For example, Chesson and Kuang [69] demonstrate that because predator attack rates depend on prey density, predation can contribute to frequency-dependent prey population growth when predators specialize on different prey. As such, top-down pressure can be incorporated into the modern coexistence framework by including the effect of predators on species’ frequency-dependent growth in the calculation of stabilizing niche differences [69]. Likewise, a recent experiment demonstrated that the presence of floral visitors promoted coexistence by reducing fitness differences [74]. However, empirical studies using the invasion criterion have overwhelmingly focused on resource competition as the primary determinant of coexistence, and there is an exciting opportunity for future work to fill this research gap.

Concluding Remarks

The invasion criterion is a powerful tool that can be used to understand ecological patterns spanning a broad range of processes and scales. Despite observations from many systems of seemingly stable coexistence, empirical evidence that competitors or communities satisfy the invasion criterion remains scarce and narrowly focused. We hope that by highlighting links between recent theory and emerging empirical methods based on this principle, and by outlining how and when the invasion criterion can be used when complex dynamics such as facilitation, environmental change or trophic interactions structure communities, we will encourage a wider use of the invasion criterion. As this approach becomes increasingly common and researchers test the limits of its application, new theory and methods may help to overcome the challenges that currently restrict its use (Box 1). If so, it is possible that the scope of the invasion criterion outlined here represents a starting point that continues to expand in the coming years.
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Outstanding Questions

Is the invasion criterion useful for studying ecological systems characterized by high species diversity or complex food webs?

How well do invasion outcomes from experiments match patterns of co-occurrence found in natural communities?

Is it possible to use the invasion criterion in systems that do not have rapid population dynamics or models of competitive interactions (i.e., systems not represented in Figure 1A–C)?

Which competitive mechanisms underlie stabilizing niche differences, destabilizing differences (i.e., positive frequency-dependent growth), and fitness differences?